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Abstract—Quality assessment is an essential part of image and
video processing, such as super-resolution, compression, content
generation, and similar tasks. Most modern quality metrics are
learning-based methods, and although they exhibit a higher
correlation with subjective scores than traditional methods do,
they are vulnerable to adversarial attacks. Today, no-reference
image-quality assessment (NR-IQA) metrics are becoming more
popular, as they can assess images and videos without any
additional information. This paper presents results of conducting
various adversarial attacks on different NR-IQA metrics and
introduces an Image Robustness to Adversarial Attacks model
that estimates an image’s vulnerability to attacks. Our analysis of
adversarial attacks on NR-IQA metrics revealed an image class
that is robust to these attacks and, conversely, an image class
that is vulnerable to most of them. We analyzed several image
datasets and found that distortions such as denoising and various
types of blur reduce an image’s robustness to adversarial attacks.

Index Terms—quality assessment, image robustness, adversar-
ial attacks, no-reference metrics

I. INTRODUCTION

Image-quality assessment (IQA) plays a crucial role in
computer vision applications, such as developing and com-
paring image-compression algorithms [1], super-resolution [2],
and generation [3]. Most new IQA methods have neural-
network-based architectures, as deep-learning methods outper-
form traditional approaches and better correlate with subjective
scores [4]. The main issue with these new approaches is
their vulnerability to adversarial attacks, which improve metric
scores without a corresponding image-quality enhancement
[5]. Developers of image-processing methods can thus exploit
metric vulnerabilities to achieve better outcomes relative to
competitors.

No-reference (NR) metrics are becoming more popular in
real-world scenarios, as access to a pristine reference image
may be impractical or impossible, but they typically correlate
less well with subjective quality relative to full-reference
(FR) and reduced-reference metrics. However, recent findings
indicate that new NR metrics outperform many existing FR
ones, so we chose NR metrics for this work.

Authors of [5] noticed that adversarial attacks on metrics
behave differently depending on the image’s content and
distortions. Fig. 1 shows two instances of this behavior.
We believe it is crucial to analyze image stability against

(a) Weak attack (b) Strong attack

Fig. 1: Results of applying four adversarial attacks to the NR
metric SPAQ on two different images. (a) shows insignificant
metric-score increases. (b) shows drastic metric-score changes.
The left parts are from the original images, the right parts —
after the UAP attack.

adversarial attacks, as doing so will allow construction of
datasets to develop new metrics that are resilient to attacks
on unstable images while also guiding development of new
attacks that work on stable ones.

We define an image as unstable if, for a specific metric,
its score generally increases following application of most
adversarial attacks. On the other hand, images are stable
when their scores remain unchanged or decrease after the
attacks. Evaluating image robustness for a particular metric
involves applying numerous attacks, often a computationally
demanding task. To address this challenge, we propose a
model for analyzing image robustness to adversarial attacks.
We tested several commonly-used public models and analyzed
how distortions affect image robustness.

Our code is available at https://github.com/CI314X/iraa.

II. RELATED WORK

Deep learning models are vulnerable to adversarial exam-
ples: inputs deliberately crafted to appear normal to humans
but having the potential to mislead and manipulate a machine
learning model’s predictions. The initial efforts to deceive
machine learning models primarily focused on classification.
Firstly, a box-constrained L-BFGS method [6] was employed
to uncover the prevalence of adversarial examples in deep
neural network-based classifiers. Next, the Fast Gradient Sign
Method (FGSM) [7] was introduced — a simple yet effective
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technique that perturbs the input image by adding a small
amount of noise. Further advancements include an extension
called iterative FGSM (IFGSM) [8], which uses an iterative
approach with a small step size to generate adversarial exam-
ples. Moreover, the authors of [9] enhanced IFGSM attacks by
incorporating momentum. In [10] adversarial training is con-
ceptualized in the framework of robust optimization, casting
adversarial-example generation as the solution to an inner-
maximization problem through projected gradient descent.
Most techniques discussed in the literature about adversarial-
example generation fall into the category of white-box attacks,
where the attacker possesses information about the trained
neural network model, including its architecture and parame-
ters. By contrast, a black-box attacker was introduced in [11].

In regression tasks, the absence of natural margins (like
in classification) creates difficulties for adversarial learning.
The definition of adversarial attacks, measurement of their
success, and establishment of evaluation metrics become com-
plicated in the context of regression. Nevertheless, for our
specific task, we can employ modified classifier attacks. We
focus on adversarial attacks that artificially increase estimated
quality scores, as such attacks already occur in many real-
life scenarios. A pioneering work in this area [12] proposes
an iterative attack on NR metrics, incorporating the full-
reference metrics into the loss function to regulate the attack
quality. Also, the authors noticed that poor-quality or blurred
images are more likely to experience a notable rise in metric
scores following an adversarial attack and, conversely, that
high-quality images demonstrate greater stability to such at-
tacks. The authors of [13] applied the concept of Universal
Adversarial Perturbation (UAP) to the regression problem,
attacking differentiable NR metrics. In [14] they introduced a
U-Net network that generates adversarial noise for each image.
Note that although metric robustness to adversarial attacks is
already under investigation, the influence of image content on
susceptibility to these attacks has yet to be studied, so in this
work we introduced this problem.

III. PROPOSED MODEL

A. Image Robustness Index

To analyze the stability of an image for adversarial attack
gj : RH×W×3 −→ RH×W×3 and metric fi : RH×W×3 −→ R
we consider a normalized relative difference between a metric
score of the original image x and of the attacked image x∗ =
gj(x), which we formulate as:

∆ij (x) =
f̂i(gj(x))− f̂i(x)

f̂i(x) + ε
, (1)

where f̂i(x) ∈ [0, 1] is a normalized metric score and ε =
10−5 is a constant to avoid division by zero. We calculate
f̂i(x) as follows:

f̂i(x) =
fi(x)−minx̂∈X fi(x̂)

maxx̂∈X fi(x̂)−minx̂∈X fi(x̂)
, (2)

where X is the set of images.

We categorize all normalized scores ∆ij (x) of an image
into four groups (3). Initially, negative scores have the des-
ignation Rij (x) = 0, indicating that the attack gj failed to
enhance the score of fi for image x. We then construct a
frequency distribution for the remaining scores ∆ij (x) > 0
and further divide these scores into three groups based on the
basis of 25% and 75% quantiles of the resulting distribution:
a strong group (qij0 , qij0.25), a medium group (qij0.25, q

ij
0.75), and

a weak group (qij0.75, q
ij
1 ).

Rij (x) =


0, ∆ij (x) ≤ 0

1, qij0 < ∆ij (x) ≤ qij0.25
2, qij0.25 < ∆ij (x) ≤ qij0.75
3, qij0.75 < ∆ij (x) ≤ qij1

(3)

As our primary focus is on identifying images that are either
highly robust or highly susceptible to adversarial attacks, we
chose unequal group sizes to separate these cases from those
with medium attack results.

The Image Robustness Index (IRI) derives from an average
over all attacks and metrics:

IRIn,m (x) =

∑n
i=1

∑m
j=1 Rij (x)

nm
∈ [0, 3] , (4)

where n is a number of metrics and m is a number of
adversarial attacks. Hence, the higher this value is for an
image, the more vulnerable it is to adversarial attacks.

B. Image robustness dataset

Gathering data to train a model to predict image robustness
requires executing a series of adversarial attacks on a set
of metrics. Any image dataset can serve this purpose: we
selected the Microsoft Common Objects in COntext (MS
COCO) dataset [15] for to its substantial size and content
diversity. Our objective was to select contemporary metrics
that strongly correlate with subjective scores and encompass
diverse architectural characteristics. We therefore picked five
NR-IQA metrics: MDTVSFA [16], LINEARITY [17], Kon-
Cept512 [18], SPAQ [19] and PaQ-2-PiQ [20]. For these
metrics, we applied four adversarial attacks: FGSM [7], I-
FGSM [8], UAP [13] and FACPA [14]. We used public
source code for all NR-IQA metrics without additional pre-
training, and we selected default parameters. We determined
the amplitudes of the maximum change that an adversarial
attack can induce for each metric to ensure that the score
distributions for different attacks aligned as closely as possible.

Overall, we obtained 20 scores (n = 5, m = 4) for each
image in MS COCO dataset. The training part comprises 118k
images, the validation part comprises 5k images, and the test
part comprises 40k images.

We also explored the convergence of the IRI depending on
the number of attacks over which it is averaged. To do so, we
calculated the Pearson correlation coefficient (PCC) between
IRIn,m and the final target, IRI5,4. Considering attacks on
different metrics as distinct (the number of attacks = nm),
we identified a limit on the number of attacks beyond which
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Fig. 2: PCC between IRIn,m and IRI5,4 (30 shuffles of the
attack sequences).

Fig. 3: Distribution of the Image Robustness Index on the test
set of MS COCO. The left two images are the most stable,
while the right two images are the most vulnerable. Each
image includes its corresponding target value in the upper-
left corner. The means of normalized scores for the 5th and
95th percentiles are provided.

the target’s distribution remains practically unchanged. Ac-
knowledging the significance of the order of including attacks
in the IRIn,m, we conducted 30 (as this number increases,
the confidence interval will narrows) random shuffles of the
order in which attacks are taken into the calculation of IRIn,m.
Fig. 2 shows the result of this procedure. So, after using nine
attacks, the PCC with the final target exceeded 0.95, indicating
we incorporated a sufficient number of them.

Fig. 3 shows the images from the IRI distribution tails. The
first two images are the most stable examples, while the last
two images are the most unstable ones. Visually, unstable
images appear darker and blurrier, and they exhibit lower
quality metrics, whereas stable images are clear, bright, and
higher in quality. Therefore, a certain correlation is observed:
the lower the image’s visual quality, the more vulnerable it is
to attack. We described this in more detail in Sec. IV-A.

C. Image Robustness to Adversarial Attacks model

We want to train a small and efficient model that lets us
quickly and accurately predict the IRI. Therefore, we designed
the Image Robustness to Adversarial Attacks (IRAA) model
using several convolutional blocks. Fig. 4 shows the network’s
architecture. The IRAA model’s backbone comprises three
sequentially connected ConvBlocks, shown on the right in
Fig. 4. ”ConvBlock, X” consists of two convolutional layers
with X out channels, two ReLU activations with a 3×3 filter

Fig. 4: The architecture of the IRAA model.

and one maximum pooling (MaxPool) layer with a 3×3 kernel
and stride of 3. To mitigate overfitting, we employed a dropout
layer with p = 0.1 between ConvBlocks. The network’s final
layers include a global average pooling (AvgPool) layer with a
3× 3 kernel and two fully connected (Linear) layers with 144
and 32 neurons, respectively, ending with a sigmoid activation
function. We multiply the network’s output by 3 to adjust the
target distribution (4).

D. Training details

We conducted all experiments in Python using the PyTorch
framework. Our selection of the best results during neural
network training was based on the validation set. We used the
AdamW optimizer with default settings and a learning rate of
0.0003.

All model training employed input images of original size,
only padding it with zeroes if necessary to ensure the models
can accommodate different resolutions.

IV. EXPERIMENTS

In this section, we evaluate the accuracy of our proposed
method, investigate the relationship between image robustness
and visual quality, and assess the robustness of images from
various datasets.

A. PCC between IRI and image quality before attack

To assess our model’s performance we employed two evalu-
ation metrics: mean squared error (MSE) and PCC. We chose
PCC to gauge the relative linear relationships between IRI and
predicted values.

If we assume that lower image quality correlates with higher
susceptibility to adversarial attack, we can evaluate image
robustness using the metric value itself. As IRI demonstrates,
images with various distortions are generally less stable than
those without. To explore this concept, we experimented on the
training part of our dataset, assessing the correlation between
the mean of normalized scores −f̂i(x), collected before apply-
ing adversarial attacks, and the IRI. The resulting correlation
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TABLE I: Comparison of IRAA and public models on the test
set of MS COCO.

Model PCC MSE #Params
VGG11 [21] 0.896 0.053 132.9M

EfficientNet-B2 [22] 0.936 0.033 9.1M
Inception-V3 [23] 0.927 0.041 27.2M

ResNet-50 [24] 0.882 0.072 25.6M
ResNet-18 [24] 0.838 0.081 11.7M

IRAA 0.906 0.050 78k

TABLE II: Characteristics of public datasets.

Dataset #Samples Resolution Mean IRI
CID2013 [25] 474 1600× 1200 2.48

LIVE in the Wild [26] 1162 500× 500 2.42
TID2013 [27] 3000 512× 384 2.16
PIPAL [28] 23200 288× 288 2.11
DIV2K [29] 800 2048× 1080 1.95

KADID-10k [30] 10206 512× 384 1.83
NIPS2017 [31] 1000 299× 299 1.64

MS COCO (test2017) 41000 640× 480 1.80

turned out to be 0.76. The drawback of this model, however,
is its low correlation and the computational inefficiency of
launching multiple metrics through various attacks.

B. Comparison with public models on the test set of MS
COCO

Table I presents the results for common classification mod-
els we trained on our dataset generated from the train part of
MS COCO dataset. Notice that all these models performed
well, except for ResNet-18 and ResnNet-50. Also, attempts
to add skip connections into the IRAA model reduced the
model’s quality. But the results for the public models are
either worse or just slightly better than those of our model
even though ours is 100 times smaller. This observation further
proves that increasing our model’s size failed to significantly
improve the metrics for such architectures.

The PCC on the test part of MS COCO is 0.906 for the
IRAA model — marginally lower than the best PCC of 0.936
achieved by EfficientNet-B2. So, our model exhibits the same
accuracy as public models but takes up much less memory
space.

C. Datasets robustness

To analyze dataset robustness to adversarial attacks, we
selected the popular public datasets in Table II and applied
the IRAA model to them. TID2013 provides information
about the type and level of distortion, allowing us to analyze
which ones have the greatest impact on image vulnerability to
attacks (Sec. IV-D). NIPS2017 was used to develop and test
adversarial attacks.

Table II shows the mean IRI scores for these datasets.
NIPS2017 is the most impervious, since this dataset was
designed to make adversarial image attacks more difficult.
CID2013 and LIVE in the Wild are the most unstable. Images
from LIVE in the Wild were captured using typical real-world
mobile-device cameras, so many of them contain blurring and
other distortions, explaining the observed result.

Fig. 5: Spearman’s rank correlation coefficient (SRCC) be-
tween distortion level and image vulnerability to adversarial
attacks for TID2013.
D. Distortion analysis

In this section we explore the types of distortions that have
a positive or negative effect on image robustness.

In our initial observation, as Fig. 3 highlights, we suggested
that the most unstable examples from MS COCO exhibit a
blur effect, whereas the most stable ones are visually pleasing.
To validate this observation, we thoroughly analyzed datasets
with controlled distortions to determine which distortions have
the greatest effect. We selected the artificially distorted image-
quality dataset TID2013, which contains 3000 distorted images
(24 distortion types and 5 distortion levels applyied to the 25
reference images). Subsequently, we applied the IRAA model
to this dataset and calculated the Spearman’s rank correlation
coefficient (SRCC) the resulting scores and the distortion
levels for each distortion (Fig. 5). We chose SRCC because
we only need image robustness rankings, as we calculated
correlation for integer distortion levels.

Our analysis confirmed that Gaussian blur, motion blur, lens
blur, chromatic aberrations, JPEG2000 compression, image
denoising, and sparse sampling decrease image robustness
to adversarial attacks. It is worth noting that simply adding
Gaussian noise has no effect, indicating that merely degrading
the image quality is insufficient to alter image robustness. This
finding aligns with expectations, as such cases are typically ad-
dressed when developing training datasets for quality metrics.

V. CONCLUSION

In this paper, we introduced the Image Robustness Index
(IRI) and presented the Image Robustness to Adversarial
Attacks (IRAA) model, which estimates the IRI. We demon-
strated that image robustness depends on visual quality by
analyzing the stability of publicly available datasets. Addi-
tionally, we explored how different distortions affect image
stability to adversarial attacks: Gaussian blur, motion blur, lens
blur, chromatic aberrations, JPEG2000 compression, image
denoising, and sparse sampling are factors that decrease image
robustness to adversarial attacks.

Our proposed IRAA model can help in preparing datasets
for training new metrics or for applying adversarial attacks to
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achieve more stable results; robust metrics should exhibit sta-
bility to different adversarial attacks, and effective adversarial
attacks should break as many metrics as possible.

A. Limitations

Our initial training set only included images from MS
COCO. After testing the IRAA model on KADID-10k and
TID2013, we observed that distortions such as quantization
noise and color quantization exhibit a high negative correlation
with image robustness. This result is attributable to the target
not correlating with such distortions.

B. Future work

Further research will extend the algorithm’s applicability to
video, prepare additional datasets for training metrics and at-
tacks, and train metrics or attacks using the proposed method.
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